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Problem Statement

Measuring network performance and monitoring network components are a critical part of any high-performance network deployed today.  In depth network measurement and monitoring services are key components to provide researches and engineers with views into application performance and to trouble shoot network problems.
Introduction

Since 1998 TransPAC has provided high performance research and education (R/E) network connectivity between the US and Asian Pacific region.  The TransPAC project was originally part of the NSF High Performance International Internet Services (HPIIS) program (NSF97-106).  In late 2004 the NSF awarded Indiana University with the TransPAC2 project as part of the International Research Network Connections (IRNC) program (NSF04-560).  TransPAC2 consists of a single OC-192c connection between the west cost of the United States and the Tokyo XP.  This link will continue to connect the Asian Pacific Advanced Network (APAN) to the U.S. R/E network infrastructure.
Historically TransPAC has employed traditional network measurement and monitoring techniques including SNMP base Multi-Router Traffic Grapher (MRTG), various Round Robin Database (RRD) tools, the locally developed weathermap, and other Global Research Network Operations Center (GRNOC) tools such as Nagios Alertmon and SNAPP.  SNAPP is a high performance SNMP collector originally developed by former TransPAC2 REU student Luke Fowler currently the manager of the Systems Engineering group at the GRNOC.  The following image represents the current TransPAC2 weathermap (internal use only) with data supplied by SNAPP to the GRNOC central database.
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TransPAC2 will continue to support the measurement efforts of the Internet2 E2E projects.  Current efforts have concentrated on perfSONAR - PS (Perl) deployment.  PerfSONAR is a project co-sponsored by GEANT2, Internet2's E2Epi, and ESnet.  This project aims to provide a common measurement framework across administrative domains in order to assist different user groups in solving network related issues. Persistent perfSONAR –PS resources are deployed on the TransPAC2 network.  Specifically, TransPAC2 data gathered from the US and Japan is now available through the perfSONAR infrastructure.  TransPAC2 measurement data can be viewed with early tools like perfADMIN (Internet2) and perfSONARUI (GEANT2-JRA1).  We will continue to work with Internet2 and the DICE consortium to deploy perfSONAR resources and publish TransPAC2 performance data when available.  PerfSONAR is rapidly becoming the infrastructure of choice to discovery measurement resources and gather data available in the REN community.  TransPAC2 is taking advantage of this momentum by becoming an early adopter and advocate of perfSONAR with deployment strategies and outreach.  
perfSONAR Early Adoption
TransPAC2 has deployed the latest version of perfSONAR in Los Angeles and Tokyo publishing data with the following tools:

perfSONAR-PS Lookup Service (LS) – Providing resource discovery through LS

perfSONAR-PS SNMP MA - Exposing interface usage data of network equipment through SNMP

perfSONAR-BUOY
· Throughput - Exposing throughput data on TransPAC2 and to other key locations using bwctl

· Delay - Exposing delay data from owamp
perfSONAR-PingER MA – Expose pingER data
Current perfSONAR-PS resources are available through the internet2 perfADMIN: https://dc208.internet2.edu/gui/directory.cgi
perfSONAR Advocacy and Outreach

TransPAC2 has presented material related to the development of perfSONAR at APAN conferences dating back to January 2007.  At the last APAN meeting in New Zealand, a joint Internet2 and TransPAC2 workshop was conducted dedicated entirely to perfSONAR.  The workshop was well received based on the feedback and inquiries.  The JP NOC staff announced a deployment scheduled consisting of four locations (Kyushu, Tokyo, Osaka, Kashima) in Japan with data from SInet, JGN2, TransPAC2.  Other organizations including CERNET, AARNET, and KOREN have also expressed interest in a perfSONAR deployment strategy.  A comprehensive installation document geared toward the AP Region was developed in collaboration with the JP NOC and Internet2 staff for this workshop.  This working document serves as a step-by-step guide to getting started with perfSONAR-PS in the AP Region.  The evolution of this document continues to reflect changes and updates to the perfSONAR-PS measurement software suite. 

Arbor Networks Peakflow SP
TransPAC2 will continue to use the statistics and reporting capabilities of the Arbor Peakflow SP System to publish Netflow and BGP analysis.  The SP system implementation is made possible through the Internet2 also supported by REN-ISAC and Indiana University.  Figure 1 and 2 show examples of TransPAC2 traffic reported by the Arbor Peakflow SP system.

Figure 1 shows TransPAC2 traffic breakdown (TCP applications)
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Figure 2 shows TransPAC2 traffic breakdown by protocol
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Current Status

TransPAC2 has upgraded the high performance server deployment in 626 Wilshire Blvd. Los Angeles California.  These machines house the measurement projects discussed below.
Persistent perfSONAR –PS resources are deployed on the TransPAC2 network.  Specifically, TransPAC2 data gathered from the US and Japan is now available through the perfSONAR infrastructure.  Current perfSONAR-PS resources are available through the internet2 perfADMIN: https://dc208.internet2.edu/gui/directory.cgi 
Information related to Transpac2 measurement machines:

· PerfSONAR resources listed above.

· BWCTL is a scheduling/policy daemon that wraps tools such as Iperf, thrulay, and nuttcp and provides one and ten Gbps tests.

· OWAMPis a policy daemon used to determine one way latencies between hosts.
· The Network Diagnostic Tool (NDT) is a client/server app for network config and performance testing.

· NPAD diagnostic server, Pathdiag, is designed to diagnose network problems.

· Cacti is a network graphing solution designed to harness the power of RRDTool's data.

· Thrulay is used to measure network capacity, delay, and other performance metrics.
· Network flow data collection and analysis.

· Router state information collected (Junos script). 

· Measurement machines are production level. 

· All TransPAC2 data is being published via perfSONAR-PS (where appropriate).
Arbor Peakflow SP system is being using to report traffic statistics. 
Preliminary network data graphs for the new Pakistan – Singapore link available here: http://noc.tein2.net:8036/cgi-bin/pk.pl - user/pass: tein2/tein2
Work Plan 2009
perfSONAR advocacy and outreach activities will continue with collaborative efforts between TransPAC2 and APAN-JP/KDDI labs to maintain and develop measurement facilities in the AP region and the US. These collaborative activities include updating perfSONAR measurement tool installation and configuration guides and deploying perfSONAR resources.

TransPAC2 will work with Internet2 and APAN to plan a possible follow on perfSONAR workshop at the upcoming APAN meeting in Kaohsiung, Taiwan - Mar 2-6, 2009. 

TransPAC2 can currently deploy static perfSONAR resources over TransPAC2 DCN circuits. Working with the DCN and perfSONAR communities we hope to add dynamic monitoring and new DCN functionality.
TransPAC2 will continue to support and participate in the IRNC measurement group efforts.

Work with TEIN2/3 to collect data from intra-Asia backbone:  Tokyo-Hong Kong-Singapore, Singapore-Pakistan.
The following are ongoing and scheduled items for the 2009 time frame:

· TransPAC2 will continue to work with perfSONAR community to advance the project and publish TransPAC2 data.
· TransPAC2 will work with APAN-JP/KDDI engineers to develop perfSONAR-PS installation and configuration guides.

· TransPAC2 will develop and deploy dynamic network monitoring to support DCN activities.

· TransPAC2 will embark on efforts to incorporate NOC and GOC specific perfSONAR API tool development.
· TransPAC2 will continue to work with APAN members to help integrate measurement facilities from Asia, the US, and Europe.  

· TransPAC2 engineers will coordinate measurement activities through the APAN measurement WG.

· TransPAC2 will continue to work with APAN members to deploy measurement resources. 
